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Abstract. Content-based image retrieval (CBIR) has been applied to
a variety of medical applications, e.g., pathology research and clinical
decision support, and bag-of-features (BOF) model is one of the most
widely used techniques. In this study, we address the problem of vo-
cabulary pruning to reduce the influence from the redundant and noisy
visual words. The conditional probability of each word upon the hidden
topics extracted using probabilistic Latent Semantic Analysis (pLSA) is
firstly calculated. A ranking method is then proposed to compute the
significance of the words based on the relationship between the words
and topics. Experiments on the publicly available Early Lung Cancer
Action Program (ELCAP) database show that the method can reduce
the number of words required while improving the retrieval performance.
The proposed method is applicable to general image retrieval since it is
independent of the problem domain.
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1 Introduction

Content-based image retrieval (CBIR), i.e., searching for images similar to the
query under certain similarity metric, has been an active research field [1-3]. Tt
can be a powerful tool for diagnosis assistance and decision support [4-17]. Most
of the state-of-the-art approaches build upon the bag-of-features (BOF) model
[18-21], which represents one image as a frequency histogram of visual words
based on a vocabulary obtained by quantizing the local features of all images in
the database.

In general, the main steps involved in BOF-based CBIR include feature ex-
traction, vocabulary construction, BOF generation, and similarity calculation
[22]. Firstly, feature extraction is conducted by computing local descriptors for
the regions of interest (ROIs). Then, a codebook is built offline within the fea-
ture space. The obtained codebook is usually referred to as a visual vocabulary,



and the cluster centers are visual words. The BOF representation of an image is
obtained by assigning a visual word to each of the feature descriptors, resulting
in a frequency histogram of the visual words to calculate the similarity [23-25].

Current work on BOF model mostly tackles the feature design and neighbor
identification problems [26-31]. In this study, we focus on the vocabulary con-
struction step, particularly on vocabulary pruning. Visual vocabulary is usually
redundant, over-complete and noisy, which leads to a high-dimensional feature
space [32]. It reduces the retrieval accuracy due to the sparse data problem, and
increases the computational cost. Therefore, it is preferable to obtain a more
meaningful and compact vocabulary. The supervised method [33] is considered
as an option by giving the prior knowledge, e.g., the prefixed vocabulary size. It
has limited adaptability since the words used are different under various imag-
ing conditions. An unsupervised approach was proposed in [32] by extracting the
latent associations between image set and vocabulary with probabilistic Latent
Semantic Analysis (pLSA). The visual words were ranked according to the condi-
tional probability upon the extracted hidden topics, and a significance threshold
was selected to eliminate the unimportant words. However, this method does
not achieve an observable retrieval accuracy improvement; and we hypothesize
that it is due to the pruning based on the conditional probabilities only without
considering the relative significance among the words.

We present an unsupervised ranking algorithm to prune the vocabulary to im-
prove the BOF-based image retrieval. We suggest that the hidden topics should
normally not be of equal importance, and the words should not be equally linked
to each topic. We thus propose to model the mutually reinforced relationship be-
tween the visual words and hidden topics to calculate their significance values.
The proposed method was evaluated on the publicly available Early Lung Can-
cer Action Program (ELCAP) [34] database as a case study. The experimental
results showed that it can improve image retrieval accuracy.

2 Method

2.1 Dataset

In this study, ELCAP database, which contains 50 sets of low dose computed
tomography (CT) images, was used for evaluation. A total of 379 slices are pro-
vided with the centroids of lung nodules annotated, which are divided into four
different types based on their relative locations to the surrounding anatomical
structures (e.g., pleural surfaces, vessels, etc. [35]): well-circumscribed (W-15%),
vascularized (V-16%), juxta-pleural(J-30%) and pleural-tail (P-39%). Example
images of the four type nodules are shown in Figure 1(a), with the nodules
displayed in the center.

2.2 Method outline

The overall BOF-based retrieval with the proposed vocabulary pruning method
is illustrated in Figure 1. The Scale Invariant Feature Transform (SIFT) descrip-
tor is firstly extracted with each pixel in the area around the nodule centroid



as the keypoint, so that both the nodule and surrounding anatomical structures
are included. Next, we use k-means clustering to construct the vocabulary, and
obtain the frequency histogram of the visual words for each image. The Term
Frequency Inverse Document Frequency (TF-IDF) weighting scheme is then ap-
plied followed by the L2 normalization on the frequency histogram matrix, i.e.,
a NN X M matrix where N is the number of images and M is the size of vo-
cabulary that is the number of clusters obtained by k-means clustering, and
k-nearest neighbor (k-NN) method is used to perform the retrieval. In our pro-
posed method, instead of using the entire vocabulary generated by k-means, we
would like to prune the vocabulary by keeping the most useful words. In partic-
ular, as show in Figure 1(e), we use pLSA to extract a total of K hidden topics
and design a ranking method to compute the significance of each word. The
words with higher significance values sv are reserved as the pruned vocabulary.
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Fig. 1. Outline of BOF-based retrieval with the proposed vocabulary pruning method:
(a) sample nodule images from ELCAP database; (b) vocabulary construction with
k-means clustering; (c) feature assignment to visual words; (d) frequency histogram
matrix; (e) hidden topic discovery and visual works ranking; (f) retrieval results.

2.3 Vocabulary pruning with pLSA

pLSA, which was originally used in linguistic studies, can be used to extract the
hidden topics to bridge the semantic gap between documents (images) and words



(visual words) [36-38]. It is a general model assuming that documents (images)
can be interpreted by a set of hidden variables c, i.e., the hidden topics, each
of which is the probability distribution upon the words (visual words). Given
the document-word co-occurrence matrix, i.e., the frequency histogram matrix,
the conditional probability of the words upon each hidden topic, p(w|c), can be
learned (see [39] for details).

The hidden topics are object categories [40] describing the common char-
acteristics of different ROIs, e.g., nodules, pleural surfaces, and vessels in lung
nodule images, so that the words would be more meaningfully linked to the ROIs
than the individual images. Therefore, the conditional probability can be used
to measure the significance / meaningfulness of the visual words. For a given
hidden topic ¢, we consider the word w meaningless if its conditional probabil-
ity p(wl|c) is below a certain significance threshold [32]. A word is removed for
vocabulary pruning if it is meaningless to all topics.

2.4 Vocabulary pruning with the proposed ranking method

While the conditional probability p(w|c) provides an effective criterion to eval-
uate the significance of visual words, it is insufficient to perform vocabulary
pruning with the above scheme. Firstly, the extracted topics are not equally im-
portant, and the words linked to the more important topics should have higher
significance values. Secondly, the words should be evaluated based on the overall
relationship with all topics rather than individual ones, which means a word
might be removed even if it is meaningful for some topics especially if these
topics are not important. Based on these motivations, we propose a ranking
method to calculate the significance value sv of the hidden topics and visual
words by analyzing the overall mutual interactions between them. This is the
main difference from [6], which uses p(w|c) directly as the significance value.

Our method is based on the underlying algorithm that the significance values
of topics and words are calculated conditioned on each other. This means that, a
topic ¢ with higher significance value sv(c) tends to connect with words of higher
significance, and a word w with higher significance value sv(w) tends to connect
with topics of higher significance. This mutual relationship can be formulated
as:

sv(cq) = Z sv(wp) (1)

wp€L(cq)

sv(wp) = Z sv(cq) (2)

cqiwp€L(cq)

where L(c) is the list of words that are meaningful for topic ¢, which is obtained
according to the conditional probability as described in Section 3.

Next, the significance values are updated iteratively based on Egs. (1) and
(2), as shown in Figure 2. During each iteration, the significance values of all
words and topics are calculated based on each other from the overall perspective.



This helps to determine the significance of a word based on all topics collectively,
and the significances of various topics can be differentiated based on the related
words. Across the iterations, the significance of a certain word, e.g., sv(w,), is
diffused to the topics at the current iteration and gathered at the next iteration
for updating the other words. This helps to encode the mutual relationship into
the significance values in an iterative manner. Based on the experiments, we
observe that the significance values tend to converge with more iterations. 20
iterations were chosen to balance between efficiency and performance.

Inputs:
L for each topic, number of iteration T
Outputs:
sv of each word and each topic
Steps:
Initialize svy(w) =1 and svy(c) =1.
fort=1:T
forg=1:K
Compute sv{c,) based on sv.;(w) using Eq.(1):
forp=1: M
Compute sv{(w,) based on sv.;(c) using Eq.(2):
Normalize sv/c) and sv, (w);

Return:
svr(w) and svi(c)

Fig. 2. The pseudo code of significance value computation for words and topics. Bold
w and ¢ represent the sets of words and topics, respectively.

Finally, all words are ranked according to their significance values obtained at
the final iteration, and vocabulary pruning is performed by removing the words
below a significance threshold th € (0,100), i.e., the top th% words are reserved.

3 Experiments

In the experiments, we conduct leave-one-case-out cross-validation and compute
the average retrieval accuracy (recall) of all queries to evaluate the performance.
To obtain a fair comparison, we selected the first 100 descriptors near the cen-
troid for each image producing the same number of descriptors per image, and
extracted vocabularies with different sizes from 500 to 2000 with an interval
of 100. The list of meaningful words for each topic consisted of the top 10%
with higher conditional probabilities, which generated the best performance in
general.

We first discuss the effect of the pruned vocabulary. Figure 3 shows the
average accuracy of the first four retrieved items over different percentages of
words reserved. The statistics generated by extracting different numbers of topics
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Fig. 3. Evaluation of the pruned vocabularies obtained by reserving different percent-
ages of high significance value words in the original vocabularies. The curves show the
accuracy distribution over various topic numbers, and the result from baseline (stan-
dard BOF model) is also given.

at two different original vocabulary sizes (1000 and 2000) are displayed. The
standard BOF approach on the original vocabulary is regarded as the baseline.
It can be observed that considerable improvements were obtained by pruning
the vocabulary. Typically, the best performance was achieved when 60% to 80%
of the words were pruned from the overall perspective.
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Fig. 4. Comparison with pLSA pruning approach. The bars indicate the average accu-
racy, and the error bars show the lowest and highest.

Figure 4 shows the comparisons with vocabulary pruning using pLSA only.
For each pruned vocabulary, the average, minimum and maximum of retrieval
accuracy are displayed. The words in the pLSA approach were reserved accord-
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Table 1. Average retrieval results (varying original vocabulary sizes and hidden topic
numbers) regarding various numbers of outputs from the baseline, pLSA pruning and
proposed approaches.

Output number Baseline pLSA pruning Proposed pruning
1 0.630 £ 0.129 0.675 £ 0.076 0.731 + 0.066
2 0.687 £+ 0.034 0.680 £+ 0.043 0.720 + 0.017
3 0.566 £+ 0.031 0.579 £ 0.045 0.639 + 0.025
5 0.454 + 0.027 0.488 + 0.052 0.546 + 0.037
8 0.392 £+ 0.025 0.427 £+ 0.057 0.481 + 0.046
10 0.370 £ 0.019 0.403 £ 0.058 0.456 + 0.050
15 0.342 + 0.022 0.366 + 0.056 0.417 + 0.051
20 0.328 £+ 0.023 0.346 £+ 0.052 0.395 + 0.050

ing to the conditional probability upon the topics. The average accuracies across
all pruned vocabularies of pLSA pruning are 0.5094 and 0.4969, which are sim-
ilar to that of the baseline, which are 0.4901 and 0.5033 respectively. This is in
accordance with the finding in [6] that pLSA can be used to reduce the vocab-
ulary but with no obvious effect on the retrieval accuracy. Using our approach,
the retrieval performances were 0.5843 and 0.5738 on average with about 8%
improvement over the baseline, which suggests the advantage of the proposed
ranking-based significance value computation method.

The overall performance of the proposed method regarding various numbers
of retrieval output is given in Table 1. The average accuracy and standard de-
viation across all dictionaries (from 500 to 2000), and topics (from 50 to 800)
are listed. Overall, the proposed pruning method outperforms the standard BOF
and pLSA pruning by about 8% and 10%, respectively.

4 Conclusions and future work

We propose an unsupervised ranking-based vocabulary pruning method, which
improves the performance of BOF-based image retrieval. The experimental re-
sults on lung nodule image retrieval show that the proposed method can iden-
tify the most meaningful visual words to describe the image content so that
the retrieval quality is significantly enhanced even the vocabulary is pruned sig-
nificantly. The reduction of the vocabulary leads to a low-dimensional feature
representation, which reduces the computational cost and is more applicable to
large scale data analysis.

The method is currently used on medical image analysis, and we would expect
a better performance if a customized BOF model is used, e.g., more sophisti-
cated feature design and better regions of interest detection. In addition, we are
currently extending the proposed method to general image analysis due to the
domain independent characteristic.
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